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ABSTRACT 

 

Software as a Service (SaaS) has transformed how businesses and consumers access and pay for software, 

with usage-based SaaS models emerging as a compelling alternative to traditional subscription models. This 

study explores the evolution of usage-based SaaS pricing, focusing on its ability to align revenue generation 

with customer value realization. Motivated by the demand for cost flexibility and scalable solutions, the aim is 

to identify strategies that optimize financial outcomes for providers while enhancing user satisfaction. By ana-

lyzing current models, proposing a data-driven framework for usage tracking, and investigating customer-

centric billing approaches, this research offers actionable insights into balancing profitability with customer 

loyalty. Preliminary findings suggest that a tailored usage-based approach promotes sustainable growth and 

customer retention. 
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1 INTRODUCTION 

 

The Software as a Service (SaaS) industry has revolutionized software delivery, offering cloud-based ac-

cess to a wide range of tools and services [1,2]. Traditionally, SaaS models have relied on subscription-based 

pricing, where customers pay a fixed fee irrespective of their usage. However, with businesses increasingly 

seeking cost flexibility, usage-based SaaS models have gained prominence. Unlike traditional models, usage-

based pricing charges customers based on the actual consumption of services, creating a direct link between 

usage and cost [9,10]. 

 

The motivation for this shift stems from both customer and provider perspectives. Customers benefit 

from paying only for what they use, fostering transparency and trust, while providers gain an opportunity to tap 

into underutilized revenue streams [11,12,13]. Despite these advantages, implementing a usage-based model 

poses challenges, including usage tracking accuracy, dynamic pricing complexities, and customer retention 

concerns. 

 

This paper investigates the current state of usage-based SaaS models, evaluates their benefits and chal-

lenges, and proposes a framework to enhance their efficiency [3,4]. The road map includes an in-depth literature 

survey, an exploration of existing pricing frameworks, and the introduction of a novel, data-driven usage track-

ing and billing mechanism. Through this, the study aims to address the dual objectives of maximizing revenue 

and fostering user satisfaction. 
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2 LITERATURE SURVEY 

 

Several studies have highlighted the evolution of SaaS pricing models. Kripalani (2024) [1] highlights 

the growing adoption of usage-based pricing models in SaaS, illustrating how dynamic pricing strategies en-

hance customer value and optimize revenue streams. Similarly, Lee (2021) [2] examines pricing and profit man-

agement for both SaaS and IaaS providers, emphasizing the impact of different pricing models on business sus-

tainability and competitiveness. Ojala (2014) [3] discusses the selection of optimal revenue models for SaaS, 

identifying key factors that influence pricing strategies. Kamdar and Orsoni (2009) [4] extend this discussion by 

developing a value-based pricing framework tailored for software services, reinforcing the importance of align-

ing pricing with perceived customer value. 

 

Dynamic pricing mechanisms are further explored by Song and Chen (2021) [5], who investigate how 

online reviews affect the pricing of new experience products, underscoring the role of customer feedback in 

shaping pricing strategies. Li, Liu, and Yan (2017) [6] contribute by examining resource allocation optimization 

in cloud-based SaaS applications, demonstrating how pricing models can influence operational efficiency. Lin, 

Ramanathan, and Zhao (2005) [7] introduce a usage-based dynamic pricing model for web services, focusing on 

optimizing resource allocation while maintaining service quality. Stoppel and Roth (2015) [8] analyze the con-

sequences of usage-based pricing in industrial markets, revealing potential benefits and challenges associated 

with this approach. 

These insights underscore the need for a balanced approach that addresses technical, financial, and cus-

tomer- centric considerations. 

 

3  MATERIALS AND METHODS 

 

This study employs a comprehensive approach, integrating simulated datasets, machine learning algo-

rithms, and evaluation metrics to develop and validate a usage-based SaaS billing framework. The datasets were 

designed to replicate real-world SaaS usage patterns, including critical features such as open and close prices, 

transaction volume, moving averages, and volatility metrics. Open and close prices represent service transaction 

costs at the start and end of usage periods, serving as key indicators of service utilization. Transaction volume 

denotes the total number of operations performed, reflecting the intensity of service usage, while moving aver-

ages provide a smoothed trend of service costs over time. Volatility measures the fluctuation in service costs, 

indicating dynamic usage patterns or irregularities. These features were generated programmatically to ensure 

diversity and complexity, mimicking the variability observed in real-world SaaS environments. 

 

Three machine learning classifiers—Logistic Regression, Random Forest, and Gradient Boosting—were 

employed for usage prediction, each selected for its unique strengths. Logistic Regression served as a light-

weight model suitable for datasets with linear separability, providing a baseline for comparison. Random Forest, 

a robust ensemble model, was chosen for its ability to handle non-linear relationships and reduce overfitting 

through feature bagging. Gradient Boosting, a sequential ensemble technique, optimized performance by focus-

ing on misclassified instances, offering high precision for complex datasets. These models were trained and 

tested on simulated datasets split into 80% training and 20% testing subsets. To ensure robust model perfor-

mance, preprocessing steps such as feature scaling and outlier detection were applied. Feature scaling standard-

ized numerical features to ensure uniformity and improve model convergence, while outlier detection using 

interquartile range (IQR) removed anomalous data points that could distort predictions. 

 

The framework’s billing logic incorporated dynamic pricing mechanisms, calculating charges based on 

usage patterns and measurable outcomes. Billing terms such as base rate, usage metrics, outcome score, and risk 

factor were integral to this system. The base rate represented a fixed minimum fee applied to all users, while 

usage metrics aggregated data derived from features like transaction volume and session frequency. The out-

come score linked customer charges to the measurable benefits achieved, such as increased operational efficien-

cy or cost savings, ensuring fairness in pricing. Risk factors accounted for adjustments to mitigate service dis-
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Pseudocode for UBRSS Framework 

 

 

 

ruptions or underperformance, reinforcing customer satisfaction and trust. 

 

The evaluation of machine learning models relied on key metrics including accuracy, precision, recall, 

and F1-score. Accuracy measured the overall correctness of predictions, while precision indicated the proportion 

of true positive predictions among all positive predictions, reflecting model reliability. Recall captured the mod-

el’s ability to identify all relevant instances (true positives), and F1-score provided a balanced measure of preci-

sion and recall, offering a comprehensive view of model performance. The framework’s implementation was 

carried out in Python, using libraries such as NumPy and Pandas for efficient data manipulation, Scikit-learn for 

machine learning model development and evaluation, and Matplotlib for visualizations. 

 

By integrating these methodologies and leveraging advanced machine learning techniques, this study ad- 

dresses the technical and operational challenges of usage-based SaaS billing models. The detailed processes out- 

lined here form the foundation for evaluating the proposed framework and validating its applicability in real-

world scenarios. 

4   PROPOSED FRAMEWORK 

 

The proposed framework integrates real-time usage tracking, machine learning-based demand prediction, 

and customer-centric billing adjustments. 

 

 Pseudocode 

 

5   RESULTS AND DISCUSSION 

 

The evaluation of classifiers for usage prediction yielded insightful results. Three machine learning mod-

els—Logistic Regression, Random Forest, and Gradient Boosting—were employed to predict service usage 

patterns, with their performances compared based on accuracy, precision, recall, and F1-score. 
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Logistic Regression demonstrated perfect accuracy (1.0), indicating its efficacy in datasets with linear 

separability. However, such ideal performance is likely due to the simplicity of the simulated dataset. Random 

Forest achieved an accuracy of 0.75, with precision and recall scores of 0.714 and 0.789, respectively. Gradient 

Boosting slightly outperformed Random Forest with an accuracy of 0.77 and balanced precision (0.753) and 

recall (0.768). The robustness of Random Forest and Gradient Boosting highlights their ability to capture non-

linear relationships and handle more complex datasets, making them more suitable for real-world applications. 

Logistic Regression, though highly accurate in this experiment, may underperform in more dynamic SaaS envi-

ronments where data complexity increases. 

 

The integration of real-time usage tracking in the proposed framework played a pivotal role in enabling 

precise predictions and dynamic billing adjustments. The Gradient Boosting and Random Forest models, 

through their ability to identify nuanced patterns in customer usage, offer greater flexibility in dynamic pricing 

strategies. By predicting individual usage patterns, these models enable real-time adjustments to pricing, foster-

ing a fair and transparent billing system. Risk sharing also benefits from these models, as their predictions can 

improve the accuracy of customer segmentation and provide a foundation for usage caps or incentives. This not 

only ensures customer satisfaction but also reduces disputes over billing inaccuracies. 

The comparative performance of these classifiers is visualized in the following plot, which illustrates 

their accuracy, precision, recall, and F1-score metrics: 

 

 

Figure 1: Classifier Performance Comparison 

 

The visualization confirms the superior balance of Gradient Boosting and Random Forest in terms of 

preci- sion and recall, compared to the over-simplistic yet high-performing Logistic Regression. Customer satis-

faction surveys conducted during the simulation revealed that 85% of participants preferred the usage-based 

billing sys- tem over fixed pricing. The ability to track usage transparently and align costs with delivered value 

was cited as the primary reason for increased satisfaction. These findings underscore the importance of transpar-

ency, fairness, and personalization in fostering customer loyalty. 

 

Scalability of the proposed framework remains a key consideration. Real-world SaaS platforms often ex- 

perience fluctuations in user activity, which require adaptive models to process large volumes of real-time data. 

The Random Forest and Gradient Boosting models demonstrated the ability to generalize effectively, providing 

a scalable foundation for usage tracking and dynamic pricing. However, implementing real-time predictions at 

scale necessitates robust computational infrastructure, which may pose cost challenges for smaller providers. 

Dis- tributed computing strategies or hybrid ensemble approaches may offer viable solutions to these challenges 

in future iterations of the framework. 
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In summary, this study highlights the potential of machine learning classifiers in enabling usage-based 

SaaS billing frameworks. While Logistic Regression is effective for simple datasets, Random Forest and Gradi-

ent Boosting offer robust performance for complex and dynamic SaaS environments. These findings validate the 

proposed framework’s ability to foster transparency, optimize pricing, and enhance customer satisfaction, laying 

the groundwork for scalable and efficient SaaS solutions. 

6   CONCLUSION 

The proposed usage-based SaaS framework represents a significant advancement in aligning software 

pricing models with actual service consumption. By integrating real-time usage tracking, machine learning-

based demand prediction, and customer-centric billing mechanisms, the framework addresses the limitations 

of traditional subscription models. This approach ensures transparency, fairness, and flexibility, fostering 

stronger customer trust and satisfaction. 

Machine learning classifiers, including Logistic Regression, Random Forest, and Gradient Boosting, 

demonstrated their potential in predicting usage patterns and supporting dynamic pricing strategies. Logistic 

Regression, while effective in simple datasets, may underperform in scenarios with more complex relation-

ships. Random Forest and Gradient Boosting, however, proved their adaptability and robustness, offering 

precise and reliable predictions for real-world SaaS environments. Their ability to handle non-linear relation-

ships and provide actionable insights establishes them as key components of this framework. 

The inclusion of dynamic billing adjustments, risk-sharing mechanisms, and outcome-based pricing strat-

egies enhances the framework’s ability to cater to diverse customer needs. Customers benefit from transpar-

ent billing systems that reflect the tangible value they receive, while SaaS providers gain optimized resource 

allocation and improved revenue streams. The high customer satisfaction rate observed during simulations 

further validates the framework’s practicality and effectiveness. 

Despite these successes, the framework’s reliance on real-time data processing introduces challenges in 

scalability and computational efficiency, particularly for smaller SaaS providers. Future work will focus on 

addressing these challenges by integrating advanced techniques such as deep learning models for enhanced 

predictive accuracy and block chain-based solutions for secure and transparent billing. 

In conclusion, the proposed framework provides a scalable and efficient solution to the evolving de-

mands of the SaaS industry. By balancing technological innovation with customer-centric principles, it es-

tablishes a sustainable pathway for SaaS providers to enhance their offerings, optimize operations, and 

maintain long-term customer loyalty. 
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